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Abstract

Several classifications of protein spatial structures and their structural elements are known.
This makes revealing of the relation between these structural elements and sequence frag-
ments rather topical.  The most important move in this direction would be the determination
of positional sensitivity levels and ranges between the residues in protein sequences.  In this
work the Shannon-Weaver informational entropy was used as a disorder criterion for solv-
ing this problem.  This entropy was computed as function of the distance between the amino
acid residues in different sets of unhomological protein sequences.  Similarity of this func-
tion for different sets of protein sequences was shown.  Analysis of informational entropy
allows detecting a long-range positional correlation (≥30) between the amino acid residues
and oscillations with periods of 3.6 and 2.9.  These oscillation periods correspond to perio-
dicity of α- and 310-helices.

Introduction

At present the cumulated amount of protein structural data permits to make classi-
fications of the spatial organization (1, 2) and to investigate the hierarchic organi-
zation of structural elements (3-5).

Due to this fact, the determination of relationship between spatial structural ele-
ments and the corresponding sequence fragments is very important.  The first step
in this direction is to find the levels and boundaries of inter-residues sensitivity
(correlation) in protein sequences.  This paper is focused on these issues.

The methodological basis of this study is Shannon-Weaver informational theory
(6), already successfully applied to analysis of primary structures of proteins (7-11)
and nucleic acids (12-15).  In the present work, sets of the unhomological protein
sequences were analyzed to find integral informational characteristics possibly
reflecting the specificity of protein spatial structural organization levels in their
sequences.

The search for integral characteristics of protein sequences must minimally depend
on the functional and structural features inherent for individual protein families
e.g., hemoglobins, lysozymes, cytochromes, etc., whose sequences are widely rep-
resented in the protein sequence databases. It is also desirable to confirm the reli-
ability of the search for regularities using several UPSs significantly differing in
size and composition.  Hence, these UPSs must meet the following requirements:

(a) to contain only complete and reliable native protein sequences;
(b) to be large enough for the statistical reliability;
(c) not to include families of highly homologous protein sequences.
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The chapter Annotated Entries of the Protein Identification Research (PIR) data-
base (16) satisfies these requirements.

Archive Data

Sets of sequences included into the chapter Annotated Entries of the Protein
Identification Research database, releases 18, 27, and 49 were used.  They include
5556, 12607, and 58089 protein sequences (1510026, 3417043 and 21699210
residues, respectively) and are designated in this work as BASE-I, BASE-II, and
BASE-III.

Results and Discussion

In this study, the informational entropy was used as an integral criterion for deter-
mination the levels of the protein sequence organization.  The informational
entropy Sk (6) was computed from probability matrices Pk

i,j describing the occur-
rence of the i- and j-type residues separated by k positions in the sequences (see
equation [1]).  The computational scheme of probability matrices Pk

i,j for BASE-
I, BASE-II, and BASE-III is presented in Figure 1.

The informational entropy Sk describes the informational significance of the prob-
ability matrix Pk

i,j of occurrence of the residues.  Analysis of Sk alterations may
allow determination of the characteristic values of k involved in the levels of
organization realized in UPSs.

20 20

Sk = - Σ Σ Pk
i,j log2 Pk

i,j [1]
i=1 j=1

The upper border of the range at k=50 was selected basing on the fact that UPSs
for small proteins (first of all, short inhibitors and toxins 50-60 residues long)
would generate artifacts difficult for elimination at large k values.  The informa-
tional entropy Sk versus distance k between amino acid residues for various UPSs
was computed.

88

Nekrasov

n = {1,2,3...L}

k = {0,1,2,...50}

n n+k-2 n+k-1 n+k

Pk
ijPk-1

ijP k-2
ij

L

k

n+k+1

Y

A
C
D
E

A
C

E
D

Y

Y

A
C
D
E

A
C

E
D

Y

Y

A
C
D
E

A
C

E
D

Y

A
C

Y

D

A
C

Y

D

A
C

Y

D

A
C

Y

D

A
C

Y

D

Figure 1: The computational scheme for determination
the informational entropy Sk for BASE-I, BASE-II, and
BASE-III is shown.  L - the length of the protein
sequence; Pk

i,j - the probability matrix of the amino
acid residues of i and j types separated in the sequence
by k positions.



It was assumed a priori that the minimum value of the entropy Sk will be observed
for the probability matrix Pk

i,j of the neighboring residues.  For the convenience of
analysis, dependencies of the informational entropy Sk of the distance k between
residues were normalized at the value of informational entropy S1 of neighboring
residues (Fig. 2).

The resulting absolute values of the informational entropy were ~8.4 and the
absolute interval of their variation did not exceed 0.01.  However, it is worth men-
tioning that the dependencies obtained were common for all tested UPSs and
retained common characteristic features, e.g., the maximum and minimum posi-
tions.  The coefficients of pair correlations for various dependencies Sk/S1 of the
sequence sets ranged from 94% to 97%.  This result seems rather important as these
dependencies Sk/S1 were computed using the UPSs fundamentally differing in size
and composition.

As expected, minimum absolute values of the informational entropy 8.37451,
8.370002, and 8.360313 (for BASE-I, BASE-II, and BASE-III, respectively) were
obtained for the neighboring residues in the sequence.  A very close entropy value
was observed for the residues separated by three positions.  Their entropy in BASE-
II was even lower than the entropy of the neighboring residues.

Let us consider the Sk/S1 dependencies shown in Figure 2.  They can be regarded
as a superposition of the oscillatory and S-like components.  Fourier analysis of the
Sk oscillating component allowed detecting two types of oscillation with periods of
3.6 and 2.9 residues.  These values correspond to the periodicities of the α-helix
and 310-helix.  For the oscillating component, Sk/S1 maximum and minimum posi-
tions obtained correlate well for various UPSs.  The only exception is the minimum
at k=9 observed for BASE-I and BASE-II and absent for BASE-III.  This differ-
ence was caused by different occurrences of oscillations with the periods of 3.6 and
2.9 for these UPSs and was reflected in the ratio of the spectral densities for these
oscillations.  At k≅9, the oscillations with the periods 3.6 and 2.9 are in a phase
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Figure 2: Dependence of informational entropy Sk nor-
malized by entropy of neighboring residues S1 versus the
distance k between amino acid residues.  Solid, dash,
and dotted lines show dependencies obtained using
BASE-III, BASE-II, and BASE-I, respectively.  Black
vertical lines indicate the borders of REGION I,
REGION II and REGION III. The Sk/S1 transition area
(between REGION III and REGION IV) to the constant
values and close to a maximum is given in gray.



shift of 180º.  The spectral densities of both oscillations for BASE-III are similar
that leads to the absence of the minimum in the oscillating component of Sk/S1.

Within the k range tested, an amplitude of the oscillation component varies,
decreasing with the rise of k.  It is especially typical for k≥11 and the BASE-III.  It
is remarkable that no periodicity was found inherent for the β-structure.

As for the S-like component, its variation interval can be divided into the follow-
ing regions:

REGION I, the area of Sk/S1 values close to minimum and constant (for all
UPSs) at 1≤k≤4;

REGION II, the area of Sk/S1 values increasing and similar (for all UPSs) at
4<k≤11;

REGION III, the area of increasing Sk/S1 values but different for various UPSs
at 11<k≤30-42;

REGION IV, the area of Sk/S1 values close to the maximum and constant
(k≥30 for BASE-I; k≥36 for BASE-II; and k≥42 for BASE-III).

It should be noted that the maximum Sk/S1 values significantly depended on
sequence quantities included in UPS.  This dependence manifested itself as a
decrease in the maximum of Sk/S1 values when the sequence set size increased.
For a larger set, the Sk/S1 values close to maximal values of informational entropy
were observed at higher k values.

In conclusion, it would be important to demonstrate the identical nature of the
informational entropy (Sk) minima observed in different UPSs.  For this purpose,
differential maps were used which display deviations of the probability matrices
Pk

i,j from the P0
i,j.  The matrix P0

i,j was calculated under the assumption that prob-
ability values correlate only with the amino acid composition of UPS.  The regions
where the probability values are higher or lower than the expected P0

i,j are marked
in black or white, respectively (Fig. 3).  When the amino acid residues are similar-
ly arranged along both axes, some characteristic 2D-patterns are formed on the dif-
ferential maps.  The similarity of 2D-patterns at identical k and different UPSs
(Fig. 3) indicates that the positional variation of informational entropy is due to
variations (of similar nature) in the probability matrices Pk

i,j.

The differential probability maps for k = 1, 3, and 14 clearly show an identical
nature of deviations in the paired probabilities of the occurrence of amino acid
residues Pk

i,j from those of P0
i,j. The degree of coincidence of the probability

matrix elements for any pair of the UPSs is within the interval 74.25% to 91.75%
at various k. This confirms that the observed characteristic deviations of informa-
tional entropy Sk are inherent for any UPSs.

Analysis of informational entropy Sk in this paper leads to the following conclusions:

1. All UPSs have identical entropy characteristics;

2. A long-range (≥30) positional correlation (sensitivity) among amino acid
residues occurs in protein sequences;

3. Only helix-like structural elements are encoded in protein sequences.

90

Nekrasov



91
Entropy of Protein

Sequences: an Integral
Approach 

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

BASE - I   k=1 BASE - II   k=1

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

BASE - III   k=1

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

BASE - III   k=3

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

BASE - II   k=3

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

BASE - I   k=3

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

BASE - I   k=14

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

BASE - II   k=14

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

BASE - III   k=14

A C D E F G H I K L M N P Q R S T V Y W

A C D E F G H I K L M N P Q R S T V Y W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

A

C

D

E

F

G

H

I

K

L

M

N

P

Q

R

S

T

V

Y

W

Figure 3:  Differential maps describing deviation
of the occurrences of pairs of residues probability
matrix Pk

i,j from matrix P0
i,j, which were

obtained at the assumption of their correlation
only to the amino acid composition of the UPSs

(BASE-I, BASE-II and BASE-III) at k=1, 3 and
14. The regions of Pk

i,j with higher or lower prob-
ability relative to the expected P0

i,j were marked
black or white.
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